### Sync with a Master, who does the merging; simple view.
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### Merge a non-versioning remote slave with a conflict merging master.
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(5) Save updated data, reapplying intermediate changes, if any.
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Note that between steps (4) and (6) there is a tiny window where conflicting modifications to the remote will not properly be merged but unconditionally overwritten.

To prevent this, changes to the remote would have to be locked out between (4) and (6).

### Be the Merging Master
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(3) Subtract the accepted “remote changes” from “new changes from other sources”. Create a virtual sync point.

(2) Apply the changes, possibly rejecting con­flict­ing changes in “other” on a per-field basis, by modifi­cation date.
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### P2P Synchronizing
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Invariant: Each unique sync point (CommitId) stands for a logical timestamp representing the same state of the synchronized data on all participants. This does not mean that this state has to be reconstructable.
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Case (a):  
Sync between B and C, C takes server role.
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„TWO-SYNC“

After the sync, we are basically in the same situation as “TWO-SYNC”.

Case (b):  
Sync between B and C, B takes server role.

Common sync point

Should work, though on a first look it seems that it would have been simpler if C, who is closer to the common sync point, would have taken the server role.
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